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ABSTRACT
In the late 1990s, powerful economic forces led to the adop-
tion of commodity desktop processors in high-performance
computing. This transformation has been so effective that
the June 2013 TOP500 list is still dominated by x86.

In 2013, the largest commodity market in computing is not
PCs or servers, but mobile computing, comprising smart-
phones and tablets, most of which are built with ARM-based
SoCs. This leads to the suggestion that once mobile SoCs
deliver sufficient performance, mobile SoCs can help reduce
the cost of HPC.

This paper addresses this question in detail. We analyze
the trend in mobile SoC performance, comparing it with the
similar trend in the 1990s. We also present our experience
evaluating performance and efficiency of mobile SoCs, de-
ploying a cluster and evaluating the network and scalability
of production applications. In summary, we give a first an-
swer as to whether mobile SoCs are ready for HPC.

1. INTRODUCTION
During the early 1990s, the supercomputing landscape was
dominated by special-purpose vector and SIMD architec-
tures. Vendors such as Cray (vector, 41%), MasPar (SIMD,1

11%), and Convex/HP (vector, 5%2) designed and built
their own HPC computer architectures for maximum perfor-
mance on HPC applications. During the mid to late 1990s,
microprocessors used in the workstations of the day, like
DEC Alpha, SPARC and MIPS, began to take over high-
performance computing. About ten years later, these RISC
CPUs were, in turn, displaced by the x86 CISC architecture
used in commodity PCs. Figure 1 shows how the number of
systems, of each of these types, has evolved since the first

1SIMD: Single-Instruction Multiple Data
2Figures are vendor system share in June 1993 TOP500 [41].
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Figure 1: TOP500: Special-purpose HPC replaced
by RISC microprocessors, in turn displaced by x86

publication of the TOP500 list in 1993 [41].

Building an HPC chip is very expensive in terms of research,
design, verification, and creation of photomask. This cost
needs to be amortized over the maximum number of units
to minimize their final price. This is the reason for the
trend in Figure 1. The highest-volume commodity market,
which was until the mid-2000s the desktop market, tends
to drive lower-volume higher-performance markets such as
servers and HPC.

The above argument requires, of course, that lower-end com-
modity parts are able to attain a sufficient level of per-
formance, connectivity and reliability. To shed some light
on the timing of transitions in the HPC world, we look at
the levels of CPU performance during the move from vec-
tor to commodity microprocessors. Figure 2(a) shows the
peak floating point performance of HPC-class vector pro-
cessors from Cray and NEC, compared with floating-point-
capable commodity microprocessors. The chart shows that
commodity microprocessors, targeted at personal comput-
ers, workstations, and servers were around ten times slower,
for floating-point math, than vector processors, in the pe-
riod 1990 to 2000 as the transition in HPC from vector to
microprocessors gathered pace.

The lower per-processor performance meant that an appli-
cation had to exploit ten parallel microprocessors to achieve
the performance of a single vector CPU, and this required
new programming techniques, including message-passing pro-
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Figure 2: Evolution of peak double-precision float-
ing point performance over the years

gramming models such as MPI. Commodity components,
however, did eventually replace special-purpose HPC parts,
simply because they were 30 times cheaper. Even though a
system may have required ten times as many microproces-
sors, it was still cheaper overall.

As a consequence, a new class of parallel computers built
on commodity microprocessors and distributed memories,
gained momentum. In 1997, the Intel ASCI Red supercom-
puter [27] became the first system to achieve 1 TFLOPS
performance in the High Performance Linpack (HPL) bench-
mark by exploiting 7,246 parallel Intel Pentium Pro proces-
sors [41]. Most of today’s HPC systems in the TOP500 are
still built on the same principle: exploit a massive num-
ber of microprocessors, based on the same technology used
for commodity PCs.3 Vector processors are almost extinct,
although their technology is now present in most HPC pro-
cessors in the form of widening SIMD extensions, and in
HPC compute accelerators—GPUs and Intel Xeon Phi.

Nowadays we observe a similar situation: low-power micro-
processors targeted at mobile devices, such as smartphones
and tablets, integrate enough transistors to include an on-
chip floating-point unit capable of running typical HPC ap-
plications. Figure 2(b) shows the peak floating point perfor-

3These systems represent ∼80% of the total systems in the
June 2013 TOP500 list.

mance of current HPC microprocessors from Intel and AMD,
compared with new floating-point capable mobile proces-
sors, which are integrated into mobile SoCs4 from NVIDIA
and Samsung. The chart shows that mobile SoCs are not
faster than their HPC counterparts. In fact, they are still ten
times slower, but the trend shows that the gap is quickly be-
ing closed: the recently introduced ARMv8 Instruction Set
Architecture (ISA), not only makes double-precision float-
ing point (FP-64) a compulsory feature, but it also intro-
duces it into the SIMD instruction set. That means that
ARMv8 processors, using the same micro-architecture as the
ARMv7 Cortex-A15, would have double the FP-64 perfor-
mance at the same frequency. Furthermore, mobile SoCs
are approximately 70 times cheaper5 than their HPC coun-
terparts, matching the trend that was observed in the past.

Given the trend discussed above, it is reasonable to consider
whether the same market forces that replaced vectors with
RISC microprocessors, and RISC processors with x86 pro-
cessors, will replace x86 processors with mobile phone pro-
cessors. That makes it relevant to study the implications of
this trend before it actually happens.

We are not arguing about the superior energy efficiency of
mobile processors, or about fundamental energy efficiency
advantages of RISC vs CISC instruction sets. We agree that
energy efficiency and performance are two axes in a design
space, and that currently HPC and mobile processors have
different targets, but this is subject to change at any time.

We do argue that the higher volume of the mobile market
makes it easier for its vendors to amortize the costs of a new
design, enables multiple vendors to survive and compete,
and leads to faster product evolution, lower prices, more
features, and higher performance.

If mobile processors add the required HPC features, and
displace the current server processors, it will likely be due
to economic reasons, rather than fundamental technology
differences or superior implementation skills.

The contributions of this paper are:

• To find out whether mobile SoCs are ready for HPC,
or close to being so, we evaluate the performance and
energy efficiency of three mobile SoCs on their devel-
oper boards. We compare the results with a current
HPC processor.

• We describe our experiences in designing and deploy-
ing HPC cluster prototypes using mobile SoCs. We
encountered several problems, big and small, along the

4A System-on-Chip (SoC) integrates multiple subsystems
into a single chip, including general-purpose multi-core pro-
cessors, caches, memory controllers, DSPs, VLIW cores,
graphic processors, special purpose accelerators, I/O inter-
faces and analog circuitry.
5We compare the official tray list price of an Intel Xeon
E5-2670 [22] with the leaked volume price of NVIDIA
Tegra 3 [19]: $1552 vs. $21. A fairer comparison; i.e. of
the same price type, would be between the recommended
list price for the Xeon with an Intel Atom S1260 [20]: $1552
vs. $64 which gives the ratio of ∼24. The latter is, however,
not a mobile processor but a low-power server solution from
Intel, and it serves only as a comparison reference.



way, and we discuss them here for the benefit of other
researchers.

• We evaluate the interconnection networks, in terms of
latency and effective bandwidth. This is especially im-
portant because one potential weakness of mobile SoCs
is the interconnect. We also give scalability results for
ARM multicore cluster on production applications.

• We discuss the status of the HPC software stack on
ARM processors.

• We discuss the features needed to enable mobile SoCs
for HPC, for example the lack of ECC protection in
memory, on-chip network controllers, or the lack of
server I/O interfaces.

The rest of the paper is structured as follows. In Section 2
we compare with related work. In Section 3 we evaluate the
performance, energy efficiency and memory bandwidth of a
single mobile SoC. In Section 4 we investigate the perfor-
mance, energy efficiency and scalability of our ARM mul-
ticore cluster. In Section 5 we discuss the maturity of the
ARM software stack, and in Section 6 we discuss the prob-
lems encountered in building our Tibidabo cluster, alongside
the more general limitations of mobile SoCs. Finally, in Sec-
tion 7, we conclude the paper.

2. RELATED WORK
ASCI Red was a landmark supercomputing machine de-
ployed in 1997, it was the first supercomputer to break the
TFLOPS barrier [27], and it remained at number one on the
TOP500 list for three years [41]. Rather than powerful vec-
tor processors, it integrated 7,246 Pentium Pro processors,6

the first x86 devices to support integrated FP-64. From
this time, as shown in Figure 1, x86 systems expanded their
share of the TOP500 to their current dominance in HPC.

GreenDestiny [44] represents an early attempt to use low-
power processors in HPC, using the Transmeta TM5600
processor. Although the proposal had good energy effi-
ciency and compute density, a large-scale HPC system was
never produced. MegaProto Systems [29] was another ap-
proach in this direction, based on later versions of Trans-
meta’s processors, namely TM5800 and TM8820. These sys-
tems also achieved good energy efficiency for 2005, achiev-
ing 100 MFLOPS/W on a 512-processor system.7 These are
examples of how technical qualities may not be enough to
compensate for the strengths of the commodity market.

The BlueGene family of supercomputers, introduced in 2004,
and now in its third generation [1, 2, 18], introduced a new
approach for energy-efficient HPC. In these machines, com-
pute power comes from embedded cores integrated on an
ASIC, together with architecture-specific interconnect fab-
rics. The first such system, BlueGene/L, is based on a dual-
core PowerPC 440 processor at 750 MHz, extended with a
dual FP-64 functional unit, for a peak floating point perfor-
mance of 5.6 GFLOPS. It’s successor, the BlueGene/P sys-
tem, integrates a 4-core PowerPC 450 processor at 850 MHz,

6Later the number of processors was increased to 9,632 and
processors were upgraded to Pentium II processors
7It would have ranked between 45 and 70 in the first edition
of the Green500 list (November 2007)

giving an increased peak floating point performance per com-
pute chip of 13.6 GFLOPS. BlueGene/Q further increases
the multi-core density to 16 cores per chip,8 doubles the
width of the functional unit, and increases the frequency
to 1.6 GHz, delivering a peak floating point performance of
204.8 GFLOPS, in a power budget of about 55 W[16].

Indeed BlueGene represents the introduction of embedded
energy-efficient processors in HPC, but it still integrates
them in an HPC specific SoC, which suffers from the same
low volume limitations as other HPC products. We envision
those same embedded processors, integrated into a high vol-
ume mobile SoC entering HPC in the future.

FAWN was a proposal to use Intel Atom processors in clus-
ters [43]. The cluster was built and tested with a range of
workloads, but evaluation did not include a suite of true
HPC workloads. The authors did a thorough study to de-
termine the type of workloads where Intel Atom can offer
a competitive energy-efficiency compared to an Intel Core
i7 processor. A follow-up of this work found that a homo-
geneous cluster of low-power Intel Atom processors is not
suited to complex database workloads [25]. The authors
propose future research in heterogeneous clusters using low-
power nodes combined with conventional ones.

Low-power ARM commodity processor IP is already being
integrated into SoCs targeting the server market, in the form
of micro-servers. Calxeda’s EnergyCore ECX-1000 [7] is an
ARM-based SoC targeted at data centres, with four ARM
Cortex-A9 cores, five 10 GbE links, and SATA. Applied
Micro’s X-Gene [3] is a server-class SoC with eight ARMv8
(64-bit) cores, four 10 GbE links.

Several companies have developed micro-servers based on In-
tel Atom or ARM processors. AMD SeaMicro SM10000-64
is a 10U chassis with 256 dual-core Intel Atom N570 proces-
sors. Quanta Computer S900-X31A is a 3U microserver with
up to 48 Intel Atom S1200 “Centerton” at 10W per node.
HP’s Project Moonshot is working on micro-servers in part-
nership with Intel, Calxeda and Texas Instruments. The
first available product is the HP Moonshot 1500, which uses
Intel Atom S1200. Dell is working on ARM-based servers
with SoCs from Marvell, Calxeda and Applied Micro. The
first product, Dell Copper is a 3U chassis with 48 Marvell
quad-core ARMv7 ARM server nodes.

Unless these ARM server products achieve a large enough
market share, they may follow the same path as GreenDes-
tiny and MegaProto, and be overtaken by the larger volume
commodity products, which are built on the same ARM pro-
cessor IP.

Blem et al. [6] recently examined whether there were any
inherent differences in performance or energy efficiency be-
tween the ARM and x86 ISAs. They emphasized the RISC
(ARM) vs. CISC (x86) debate, and found that although
current ARM and x86 processors are indeed optimised for
different metrics, the choice of ISA had an insignificant ef-
fect. We do not contradict this finding. We argue that

8The BlueGene/Q compute chip has 18 cores, of which 16
are for computation, one is for running operating system
services and one is a spare to increase the fabrication yield.



whichever architecture dominates the mobile industry will,
provided the level of performance demanded in the mobile
space is sufficient, eventually come to dominate the rest of
the computing industry.

Li et al. [26] advocate the use of highly-integrated SoC ar-
chitectures in the server space. They performed a design
space exploration, at multiple technology nodes, for poten-
tial on-die integration of various I/O controllers, including
PCIe, NICs and SATA. They predicted that, for future data
centers at the 16nm technology node, an SoC architecture
would bring a significant reduction in capital investment and
operational costs. This paper is also advocating the use of
SoCs, but for future HPC systems.

3. MOBILE SOC EVALUATION
In this section we examine the performance, energy effi-
ciency, and memory bandwidth of a single system-on-chip
(SoC). We chose developer boards with three different SoCs:
NVIDIA Tegra 2 and Tegra 3, and Samsung Exynos 52509.
These SoCs cover two successive ARM processor microar-
chitectures: Tegra 2 and Tegra 3 have Cortex-A9 cores,
capable of one Fused Multiply-Add (FMA) operation ev-
ery two cycles, and the Samsung Exynos has Cortex-A15,
with a fully-pipelined FMA. The Cortex-A15 also improves
on the Cortex-A9 in terms of microarchitecture, including
higher number of outstanding cache misses, longer out-of-
order pipeline, and improved branch predictor [42]. The
characteristics of the different SoCs and their developer kits
are shown in Table 1.

In addition, we include one laptop platform, which contains
the same Intel Sandy Bridge microarchitecture used in cur-
rent state-of-the-art Xeon server processors.10 We chose the
laptop as a platform for comparison since the laptop inte-
grates a set of features similar to those of mobile developer
kits. In order to achieve a fair comparison in energy effi-
ciency between the developer boards and the Intel Core i7
we boot the laptop directly into the Linux terminal, and
we switch off the screen in order to reduce the non-essential
power consumption. We give a quantitative measure of the
difference in performance between mobile SoCs and high-
performance x86 cores, which is driven by the different de-
sign points.

Mobile SoC providers are beginning to integrate compute-
capable GPUs into their products. Tegra 2 and Tegra 3 have
Ultra Low Power (ULP) GeForce GPUs [31], which support
1080p video with OpenGL ES 2.0. These current GPUs
cannot be used for computation, but the GPU in the next
product in the Tegra series, Tegra 5 (“Logan”), will support
CUDA. The Samsung Exynos 5250 has a four-core Mali-
T604 GPU, which supports OpenCL [23]. The SoCs used in
this evaluation either have a non-programmable GPU (Tegra
2 and Tegra 3) or they do not have an optimized driver
(Exynos 5). We therefore do not include the integrated GPU
in the evaluation.

9Commercial name of this SoC is Samsung Exynos 5 Dual
10We used an Intel Core i7. A server-class Xeon also inte-
grates QPI links and PCIe Gen3, but these are not relevant
in this section.

3.1 Performance and energy efficiency
We measure performance and energy efficiency using our
micro-kernels [34], which are listed in Table 2. In future,
we plan to test multiple architectures, some of which in-
clude compute accelerators, and in such cases the effort of
porting real world applications, with thousands of lines of
code, is too high. In order to evaluate all these platforms,
we designed this suite of micro-kernels to stress different ar-
chitectural features and to cover a wide range of algorithms
employed in HPC applications.

In our experiments, the problem size for the kernels is the
same for all platforms, so that each platform has the same
amount of work to perform in one iteration. We set the
number of iterations so that the total execution time is sim-
ilar for all platforms, and that the benchmark runs for long
enough to get an accurate energy consumption figure.

To measure the power consumption of the platforms and
energy to solution we use the Yokogawa WT230 [46] power
meter. The meter is connected to act as a bridge between the
power socket and the device, and it measures the power of
the entire platform, including the power supply. The power
meter has a sampling frequency of 10 Hz and 0.1% precision.
Both power and performance are measured only for the par-
allel region of the application, excluding the initialization
and finalization phases.11

3.1.1 Single-core evaluation
Figure 3 shows the single CPU performance and energy ef-
ficiency for each SoC as we vary the CPU frequency. The
results are averaged across all benchmarks, and the baseline
is the Tegra 2 platform running at its maximum frequency
of 1GHz: for performance results we show the speedup with
respect to the baseline, and for energy efficiency we normal-
ize the results against the baseline. We can see that the
performance improves linearly as the frequency is increased.

Tegra 3 brings a 9% improvement in execution time over
Tegra 2 when they both run at the same frequency of 1GHz.
Although the ARM Cortex-A9 core is the same in both
cases, Tegra 3 has an improved memory controller which
brings a performance increase in memory-intensive micro-
kernels. The Arndale platform at 1 GHz shows a 30% im-
provement in performance over Tegra 2, and 22% over Tegra
3, due to the improved ARM Cortex-A15 microarchitecture.
Compared with the Intel Core i7 CPU, the Arndale platform
is just two times slower.

Averaged across all benchmarks, the Tegra 2 platform at
1GHz consumes 23.93 Joules to complete the work in one
iteration. At the same frequency, Tegra 3 consumes 19.62J,
giving an improvement of 19%, and Arndale consumes 16.95J,
a 30% improvement. The Intel platform, meanwhile, con-
sumes 28.57J, which is higher than all ARM-based plat-
forms.

When we run the CPUs at their highest frequencies, instead
of all at 1GHz, the Tegra 3 platform is 1.36 times faster than
the Tegra 2 platform, and it requires 1.4 times less energy.
The Exynos 5 SoC from the Arndale platform brings addi-

11It was not possible to give a fair comparison of the bench-
marks including initialization and finalization, since the de-
veloper kits use NFS whereas the laptop uses its hard drive.



SoC name NVIDIA Tegra 2 NVIDIA Tegra 3 Samsung Exynos 5250 Intel Core
i7-2760QM

CPU
Architecture Cortex-A9 Cortex-A9 Cortex-A15 SandyBridge
Max. frequency (GHz) 1.0 1.3 1.7 2.4
Number of cores 2 4 2 4
Number of threads 2 4 2 8
FP-64 GFLOPS 2.0 5.2 6.8 76.8

GPU Integrated (graphics
only)

Integrated (graphics
only)

Integrated Mali-T604
(OpenCL)

Intel HD Graphics
3000

Cache
L1 (I/D) 32K/32K private 32K/32K private 32K/32K private 32K/32K private
L2 1M shared 1M shared 1M shared 256K private
L3 - - - 6M shared

Memory controller
Number of channels 1 1 2 2
Width (bits) 32 32 32 64
Max. frequency (MHz) 333 750 800 800
Peak bandwidth (GB/s) 2.6 5.86 12.8 25.6

Developer kit
Name SECO Q7 module +

carrier
SECO CARMA Arndale 5 Dell Latitude E6420

DRAM size and type 1 GB DDR2-667 2 GB DDR3L-1600 2 GB DDR3L-1600 8 GB DDR3-1133
Ethernet interfaces 1 Gb, 100 Mb 1 Gb 100 Mb 1 Gb

Table 1: Platforms under evaluation

Kernel tag Full name Properties

vecop Vector operation Common operation in regular numerical codes
dmmm Dense matrix-matrix multiplication Data reuse and compute performance
3dstc 3D volume stencil computation Strided memory accesses (7-point 3D stencil)
2dcon 2D convolution Spatial locality
fft One-dimensional Fast Fourier Transform Peak floating-point, variable-stride accesses
red Reduction operation Varying levels of parallelism (scalar sum)
hist Histogram calculation Histogram with local privatisation, requires reduction stage
msort Generic merge sort Barrier operations
nbody N-body calculation Irregular memory accesses
amcd Markov Chain Monte Carlo method Embarrassingly parallel: peak compute performance
spvm Sparce Vector-Matrix Multiplication Load imbalance

Table 2: Micro-kernels used for platform evaluation

tional improvements in performance: it is 2.3 times faster
than Tegra 2 and 1.7 times faster than Tegra 3. The Intel
core at its maximum frequency is 3 times faster than the
Arndale platform.

We can see that the change in generation of the ARM cores
has closed the gap in performance with respect to their Intel
counterparts. From the situation when Tegra 2 was 6.5 times
slower we have arrived to the position where Exynos 5 is just
3 times slower than the Sandy Bridge core.

3.1.2 Multi-core evaluation
Figure 4 shows the results for the OpenMP version of the
micro-benchmarks. The micro-benchmarks always use all
the cores that are available in the platform (two in Tegra 2,
four in Tegra 3, two in Arndale and four in Sandy Bridge).
In all cases, multithreaded execution has brought improve-
ments, both in performance and in energy efficiency, with
respect to the serial version of the micro-benchmarks. In
case of Tegra 2 and Tegra 3 platforms, the OpenMP ver-
sion uses 1.7 times less energy per iteration. Arndale shows
better improvement (2.25 times), while the Intel platform

reduces energy to solution 2.5 times.

Our energy efficiency results show that for all platforms the
SoC is not the main power sink in the system. When we
increase the frequency of the CPU, its power consumption
increases (at least) linearly with the frequency, but we see
that the overall energy efficiency improves. This leads to
conclusion that the majority of the power is used by other
components.

Based on these results, we can conclude that if the trend in
performance increase is continued, future mobile processors
will continue to exhibit significant performance and energy
efficiency improvements. The performance will increase with
quad-core Cortex-A15 products running at higher frequen-
cies (for example, Tegra 4 or Exynos 5 Octa will have four
Cortex-A15 cores). The introduction of the ARMv8 ISA will
bring a further increase in performance, due to the introduc-
tion of double-precision floating point support in the NEON
vector unit [15]. This would bring double the performance,
while keeping the power of the core itself at almost the same
level.
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Figure 3: Single-core performance and energy efficiency results of micro-benchmarks with frequency sweep.
Baseline is the Tegra 2 platform running at 1GHz.
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Figure 4: Multi-core performance and energy efficiency results of micro-benchmarks with frequency sweep.
Baseline is the Tegra 2 platform running on 1GHz.

3.2 Memory bandwidth
Figure 5 shows the memory bandwidth for each platform,
measured using the STREAM benchmark [28].

Our results show a significant improvement in memory band-
width, of about 4.5 times, between the Tegra platforms
(ARM Cortex-A9) and the Samsung Exynos 5250 (ARM
Cortex-A15). This appears to be mostly due to the better
Cortex-A15 microarchitecture which also improves the num-
ber of outstanding memory requests [42], and due to an ad-
ditional channel in memory controller. Compared with the
peak memory bandwidth, the multicore results imply an effi-
ciency of 62% (Tegra 2), 27% (Tegra 3), 52% (Exynos 5250),
and 57% (Intel Core i7-2760QM).

4. PARALLEL SCALABILITY
In this section we investigate the performance, energy effi-
ciency and scalability of an ARM multicore cluster on pro-
duction applications. Our single-node performance evalua-
tion in Section 3.1 shows that the Tegra 2 is almost eight
times slower than the Intel Core i7, both at their maximum
operating frequencies, so the applications must be able to
exploit a minimum of eight times as many parallel proces-
sors in order to achieve competitive time-to-solution. For-
tunately, as described in the previous section, newer ARM
SoCs are narrowing the gap. In this section, we also evaluate
in detail the interconnection networks available on Tegra 2
and Exynos 5 platforms, in terms of latency and effective
bandwidth.
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Figure 5: Memory bandwidth

Tibidabo [33] is the first large-scale cluster to be deployed
using multi-core ARM-based SoCs. Tibidabo has 192 nodes,
each with an Nvidia Tegra 2 SoC on a SECO Q7 module.
Each node has a 1 GbE NIC, connected to the Tegra 2 SoC
over PCIe. The cluster has a hierarchical 1 GbE network
built with 48-port 1 GbE switches, giving a bisection band-
width of 8 Gb/s and a maximum latency of three hops.

The scalability tests were performed on Tibidabo using the
MPI applications listed in Table 3. High-Performance Lin-
pack (HPL) [9] solves a random dense linear system of equa-
tions in double precision, and is widely known as the single
benchmark used in the TOP500 list. PEPC [8] computes
long-range Coulomb forces for a set of charged particles;
HYDRO is a 2D Eulerian code for hydrodynamics based on
the RAMSES code [40]; GROMACS [5] is a versatile pack-
age for molecular dynamics simulations; and SPECFEM3D-
GLOBE [24] simulates continental and regional scale seis-

mic wave propagation. Following common practice, we per-
form a weak scalability test for HPL and a strong scalability
test for the rest.12 All applications were compiled and exe-
cuted out-of-the-box, without any tuning of the source code.

The results of the scalability tests are shown in Figure 6.
Some of the strong scaling benchmarks cannot run on a sin-
gle node, because they need too much memory. In this case,
we calculated the speed-up assuming linear scaling on the
smallest number of nodes that could execute the benchmark.
For example, PEPC with the reference input set requires at
least 24 nodes; so the results were plotted assuming that on
24 nodes the speed-up was 24.

SPECFEM3D shows good strong scaling, using an input set
that fits in the memory of a single node. HYDRO, however,
starts losing linear strong scalability trend after 16 nodes.
GROMACS was executed using an input that fits in the
memory of two nodes; its scalability improves as the input
size is increased. PEPC also shows relatively poor strong

12Under strong scaling, the total problem size is held constant
as the number of nodes is varied. Under weak scaling, the
problem size per node is held constant.

Application Description

HPL High-Performance LINPACK

PEPC Tree code for N-body problem

HYDRO 2D Eulerian code for hydrodynamics

GROMACS Molecular dynamics

SPECFEM3D 3D seismic wave propagation (spectral element
method)

Table 3: Applications for scalability evaluation

scalability partly because the input set that we can fit on
our cluster is too small [8].

In our previous study [35] we presented strong scaling results
of HPL on 32 nodes of the Tibidabo cluster, with input sets
that fit in the memory of one to four nodes. We observed
that a change in the input set size affects the scalability—
the bigger the input set the better the scalability. We looked
further into the problem and discovered timeouts in post-
mortem application trace analysis. These results, together
with the poor strong scalability of other applications, mo-
tivate the further evaluation of the interconnect in Subsec-
tion 4.1.

Tibidabo shows good weak scaling on HPL, achieving a total
97 GFLOPS on 96 nodes and an efficiency of 51%. In or-
der to determine the MFLOPS/W metric, which is used for
ranking systems in the Green500 list [38], we also measured
the system’s power consumption while executing HPL, giv-
ing an energy efficiency of 120 MFLOPS/W. This is compet-
itive with AMD Opteron 6174 and Intel Xeon E5660-based
clusters, but is nineteen times lower than the most efficient
homogeneous non-accelerated systems (BlueGene/Q), and
almost 27 times lower than the number one GPU-accelerated
system in the June 2013 Green500 list (Eurotech Eurora
cluster, Intel Xeon E5-2687W and NVIDIA K20 GPU). The
reasons for the low energy efficiency include the use of de-
veloper kits,13 low multi-core density, the lack of a compute-
capable GPU, no vendor-provided (tuned) linear algebra li-
brary, and no optimization of the MPI communication stack.

In our previous study [13], we compared energy-efficiency
and performance of Tibidabo and an Intel Nehalem-based
cluster. This was done using three different classes of nu-
merical solvers for partial differential equations (including
SPECFEM3D). All applications used in this study showed
linear scalability. In addition, we found that while Tibidabo
had a 4 times increase in simulation time, it achieved up to
3 times lower energy-to-solution.

4.1 Interconnection network
In order to improve the latency and bandwidth of the ARM
clusters, we wanted to know whether a large overhead was
being introduced by the TCP/IP software stack. We there-
fore compared TCP/IP with a direct communication Eth-
ernet protocol called Open-MX [14]. Open-MX is a high-
performance implementation of the Myrinet Express message-
passing stack that works over ordinary Ethernet networks.

13Many of the components on the Q7 board are not required
for HPC, and would be removed in a production system to
reduce power consumption; e.g. multimedia adaptors and
related circuitry, USB, HDMI, SATA, and RTC.
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Platform
FP64 Bytes/FLOPS

1GbE 10GbE 40Gb InfiniBand

Tegra 2 0.06 0.63 2.50
Tegra 3 0.02 0.24 0.96
Exynos 5250 0.02 0.18 0.74
Intel Sandy Bridge 0.00 0.02 0.07

Table 4: Network bytes/FLOPS ratios (FP64, ex-
cluding GPU)

It integrates seamlessly with the OpenMPI message passing
library, which was used for these tests.

Open-MX bypasses the heavyweight TCP/IP stack and re-
duces the number of memory copies as much as possible,
both of which reduce latency, CPU load, and cache pollu-
tion. For large messages, over 32kB, it uses rendezvous and
memory pinning to achieve zero copy on the sender side and
single copy on the receiver side. All actual communication
management is implemented in the user-space library, with
a kernel driver that takes care of initialization, memory reg-
istration, and passing and receiving raw Ethernet messages.

The latency and bandwidth results were measured using the
ping-pong test from the Intel MPI Benchmark suite [21].
The ping-pong test measures the time and bandwidth to ex-
change one message between two MPI processes. Figure 7
shows the results, for (a) two SECO Q7 boards with Tegra 2
at 1GHz, (b) two Arndale boards with Exynos 5 at 1.0GHz,
and (c) two Arndale boards at 1.4GHz. In all cases we used
1GbE links; on SECO boards the network controller is con-
nected via PCI Express and on Arndale it is connected via
a USB 3.0 port.

From Figure 7(a), it can be seen that the latency of Tegra 2
with TCP/IP is around 100µs, which is large compared to
today’s top HPC systems. When Open-MX is used, the
latency drops to 65µs. Arndale running at 1GHz shows a
higher latency (Figure 7(b)), on the order of 125µs with
TCP/IP and 93µs when Open-MX is used. When the fre-

quency is increased to 1.4GHz (Figure 7(b)), latencies are
reduced by 10%.

Although the Exynos 5 gives better performance than Tegra 2,
all network communication has to pass through the USB
software stack and this yields higher latency, both with MPI
and Open-MX. When the frequency of the Exynos 5 SoC is
increased, the latency decreases, which indicates that a large
part of the overhead is caused by software, rather than the
network controller and the network itself. Hence, it is crucial
to reduce this overhead either by using more agile software
solutions, such as Open-MX, or by introducing hardware
support to accelerate the network protocol. Some SoCs,
such as Texas Instrument’s KeyStone II [39] already imple-
ment protocol accelerators.

A recent study found that, for a CPU with performance
similar to the Intel Sandy Bridge, a total communications
latency of 100µs translates to a 90% higher execution time
compared to the baseline case with zero latency [36] (geo-
metric mean across nine benchmarks, with between 64 and
256 nodes).14 A total latency of 65µs translates to a 60%
higher execution time. If we assume the single core per-
formance difference between the Arndale and Intel Core i7
platforms from Figure 3(a), the first order estimate is that
latency would penalize execution time with approximately
50% and 40% for the aforementioned latencies respectively.

Figure 7 shows the effective bandwidth achieved as a func-
tion of the message size. The maximum bandwidth that
can be achieved on the 1GbE link is 125 MB/s, and with
MPI over TCP/IP none of the platforms is achieving it. In
this case Tegra 2 can achieve 65 MB/s, and Exynos 5 can
achieve 63 MB/s – utilizing less than 60% of the available
bandwidth. When Open-MX is employed, the situation im-
proves significantly for Tegra 2 that is now capable of reach-
ing 117 MB/s – 93% of the theoretical maximum bandwidth
of the link. Due to the overheads in the USB software stack,
Exynos 5 shows smaller bandwidth than Tegra 2, but with
an improvement over TCP/IP: 69 MB/s running at 1GHz
and 75 MB/s running at 1.4GHz.

Table 4 shows the ratio of network bandwidth (in bytes per
second) divided by peak double-precision performance (from
Table 1). The figures include all CPU cores but exclude the
GPU. This is because the only platform with a compute-
capable GPU is the Samsung Exynos 5250, but ARM has
not disclosed the Mali-T604’s peak FP64 performance. A
1GbE network interface for a Tegra 3 or Exynos 5250 has a
bytes/FLOPS ratio close to that of a dual-socket Intel Sandy
Bridge.

5. SOFTWARE STACK
The software stack available on our ARM clusters is the
same as would be found on a normal HPC cluster. The
important components are shown in Figure 8. The OmpSs
compiler is based on the Mercurium source-to-source com-
piler [4]. The GNU Compiler Collection has full support for
ARM, in gcc, gfortran and g++. Runtime libraries include
MPICH2, OpenMPI, OpenMX, CUDA [30], Nanos++, and

14The benchmarks were CPMD, gadget, GROMACS, HPL,
MILC, NAMD, PEPC, Quantum, and WRF.
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Figure 7: Interconnect measurements

libGOMP. Developer tools include the Paraver [32] tracing
tool and Allinea DDT debugger. Each node was also con-
figured to run a SLURM client for job scheduling across the
cluster nodes.

The operating system was a custom deployment of a stan-
dard Debian/armhf distribution. We built custom Linux
kernels for each platform from the sources provided by NVIDIA
for the Tegra platforms, and from Linaro for the Arndale
board. All Linux kernels were tuned for HPC by select-
ing the non-preemptive scheduler, setting the default DVFS
policy to performance. Furthermore, we stripped out all
the kernel support for multimedia and interactive devices,
and enabled the profiling support to access hardware perfor-
mance counters and support to mount the node root filesys-
tem by NFS.

We have natively compiled the ATLAS [45], FFTW [12], and
HDF5 [11] scientific libraries. These libraries were compiled
using the combination of flags that better suited each plat-
form. The compilation of ATLAS required modifications
to the source code to support the interface for processor
identification provided by the ARM Linux kernel. More-
over, ATLAS required us to fix the processor frequency to
its maximum to ensure that the auto-tuning steps of this
library produced reliable results.

A modified version of CUDA 4.2 provided by NVIDIA is
also installed in the nodes based on the CARMA kit. This
installation also required the compilation of the NVIDIA
kernel driver. Currently, the CUDA runtime is only provided
for the armel ABI, so we have also deployed a Debian/armel

filesystem that can be used to run CUDA applications, at
the cost of a lower CPU performance. The installed CUDA
runtime is still experimental and the performance of CUDA
application is far from optimal, so this filesystem is only
used for experimentation.

We have also deployed an experimental filesystem and a old
version of the Linux kernel provided by ARM for the cluster
based on Arndale boards. This configuration allows applica-
tions to run OpenCL code on the Mali GPU included in this
platform. This experimental OpenCL driver and runtime is
still on early stages of development, so it suffers from sta-
bility and performance issues. Moreover, the old version of
the Linux kernel does not currently implement the thermal
support for the Exynos 5 Dual MPSoC, so the chip cannot
be clocked to frequencies higher than 1GHz.

NVIDIA and ARM are currently working on improving these
experimental CUDA and OpenCL support. We expect sup-
port for using compute accelerators in our clusters to be
available in the short-term.

6. CHALLENGES IN ARM HPC
In this section, we describe our experience and lessons learnt
in designing and deploying the Tibidabo prototype HPC sys-
tem. We encountered several problems, both big and small,
and we discuss the most important ones for the benefit of
other researchers. We also discuss the general limitations of
current mobile SoCs that must be addressed before they can
be suitable for large-scale HPC systems.
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6.1 Hardware
First, developer kits for mobile SoCs are not designed for
continued high-performance operation. There is no cooling
infrastructure (heatsink or fan), and after continued use at
the maximum frequency, both the SoC and power supply
circuitry overheat, causing the board to become unstable.
Packaging and cooling have to be planned in advance with
real TDPs and power consumption profiles provided from
the vendors.

Second, the integrated PCIe in Tegra 2 and Tegra 3 was un-
stable. Sometimes the PCIe interface failed to initialize dur-
ing boot, and sometimes it stopped responding when used
under heavy workloads. The consequence was that the node
crashed, and post-mortem analysis was not possible. Stabil-
ity of I/O interfaces and their OS drivers should become a
priority from the SoC vendors.

6.2 Software
First, hardware floating point (VFP) is still an optional fea-
ture in ARMv7. For backwards compatibility, most Linux
distributions still use soft-float calling conventions. User
programs must be compiled with the softfp ABI, which uses
hardware instructions inside functions, but function calls
still pass floating-point values through the integer registers,
reducing performance accordingly. We had to build our own
hardfp Linux images, which required new kernels to be pro-
vided by the SoC vendors.

Second, the low 100Mbit Ethernet bandwidth was not enough
to support the NFS traffic in the I/O phases of the appli-
cations, resulting in timeouts, performance degradation and
even application crashes. This required application changes
to serialize the parallel I/O in the applications, and in some
cases this limited the maximum number of nodes that ap-
plication could utilize.

6.3 Mobile SoC limitations
Although performance and energy efficiency results suggest
that mobile SoCs are ready for HPC, certain limitations

must be addressed before a production system is viable.

First, the memory controller does not support ECC protec-
tion in the DRAM. A Google study in 2009 found that,
within a year, 4% to 20% of all DIMMs encounter a cor-
rectable error [37]. There was considerable variation be-
tween platforms, but these figures suggest that a 1,500 node
system, with 2 DIMMs per node, has a 30% error probability
on any given day. However, ECC protection is not required
for PCs and mobile devices.

Second, the lack of high bandwidth I/O interfaces in mo-
bile SoCs prevents the use of high-bandwidth interconnects
such as 10-40 GbE, or QDR-FDR Infiniband. The avail-
able interfaces are USB 3.0, which is 5Gb/s, and MIPI and
SATA3, which are both 6Gb/s. Given the lower per-node
performance, the balance between I/O and GFLOPS is still
adequate, but will fall behind as soon as compute perfor-
mance increases.

Third, the lack of integrated network interfaces and/or PCIe,
and the lack of hardware support for interconnect proto-
cols, leads to high network latencies and high CPU over-
heads. Poor network performance will not be critical for ap-
plications that communicate infrequently, or that use large
(bandwidth-bound) messages. But it will severely impact
applications with frequent and short messages. These over-
heads can be alleviated to some extent using latency-hiding
programming techniques and runtimes [10].

Fourth, ARMv7 is a 32-bit architecture, which limits the
addressable memory per process to 4GB. The ARM Cortex-
A15 provides a 40-bit physical address space, via the Large
Physical Address Extensions (LPAE), which potentially sup-
ports 1TB of physical memory per node; each process is
still limited to 4GB. Current mobile SoCs, however, still
integrate 32-bit buses and memory controllers, so they are
unable to take advantage of this feature.

All these limitations are design decisions, related to features
that are not required for smartphones or tablets, rather than
real technical limitations. For example, the Calxeda Energy-
Core, and the TI Keystone II, integrate ECC-capable mem-
ory controllers, the EnergyCore and X-Gene also integrate
multiple 10 Gb/s Ethernet interfaces. The KeyStone II even
has a protocol off-load engine. Finally, 64-bit ARMv8 ISA
already provides a 42-bit address space, and the requirement
for tablets and smartphones to grow beyond 4GB of memory
will progressively lead to its adoption.

As soon as the inclusion of such features creates revenues
from the server and HPC markets to compensate for their
extra cost, these design decisions may change, and the above
features may appear in the next generation of mobile SoCs.

A final point is that mobile SoCs will probably always con-
tain special-purpose processors and hardware that are not
necessary for HPC. Examples include audio processor, video
encode and decode processor, display controllers, HDMI,
and even integrated baseband processors. It is crucial that
these subsystems can be powered off when they are not be-
ing used, in order to avoid unnecessary power consumption.
We have already argued that mobile SoCs enjoy a cost ad-
vantage, and this is still true, even though these features in-
crease chip area. Mobile SoCs may evolve into multi-use so-
lutions with different operating modes, including HPC sup-



port through the features listed above: NICs, ECC, PCIe
and multi-socket support via interfaces like QPI. The rel-
evant blocks, mobile, server or HPC, would be powered up
depending on the mode of operation.

7. CONCLUSIONS
We have shown that mobile processors have promising qual-
ities that make them candidates for HPC in the near future.
Applications that scale to a larger number of parallel nodes
may benefit from a lower cost platform with competitive per-
formance and energy efficiency. These application require-
ments are similar to those of BlueGene systems. Since mo-
bile processors are driven by commodity component business
dynamics, they have more aggressive roadmaps, and faster
innovation, and are driven by a rapidly growing market that
is demanding more and more performance.

Although performance and energy consumption suggest that
mobile SoCs are becoming ready for HPC, the limitations de-
scribed in Section 6.3 must be addressed before a production
system is viable: lack of ECC protection, slow interconnect,
32-bit address space, and low-grade thermal package. All
these limitations are design decisions, since the missing fea-
tures are needed for HPC and servers but not smartphones
and tablets. We encourage the providers of mobile SoCs to
consider adding the necessary support to their products.

Another advantage is that embedded processors, and mobile
processors in particular, are likely to become early adopters
of 3D memory packaging. This approach is being consid-
ered for next-generation HPC systems, including the future
NVIDIA Volta [17] GPU. In the mobile domain, the higher
cost of 3D packaging of the CPU and memory can be amor-
tized across a large market, while in HPC, because of the
lower volume, a greater cost will be passed on to the end
user.

It is possible that a new class of server SoC will be successful,
built on the same basic technologies as mobile SoCs, and
implementing the missing features. Alternatively, mobile
vendors may decide to include the minimal set of features
required to target the server and HPC markets. Either way,
the cost of supercomputing may be about to fall because of
the descendants of today’s mobile SoCs.
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